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Welcome to the third week. Hope everyone is well and safe in these challenging times. 
 
Last week I discussed the value of visualization with the goal of convincing you it is crucially important 
and we tried using breakout rooms for you to start to get to know your classmates.  
 
Today:  

Researchers of the week: John Tukey and Stu Card 
 
Fundamental importance of activities and tasks in designing visualizations 
 
What, why, and how of visualization 
 
 
If time your reactions to and comments on chapter on Information Visualization and 
Cognitive Design of Tools of Thought but want to begin two iterations of topic group breakouts 
starting at ~10

Cogsci 220: Information Visualization 



Information Visualization

Early seminal work: Playfield (1786), Bertin (1963), Tukey (1977)



John Tukey



John Tukey

It's better to solve the right problem 
approximately than to solve the wrong 
problem exactly. 

I know of no person or group that is taking 
nearly adequate advantage of the 
graphical potentialities of the computer.



https://www.youtube.com/watch?v=B7XoW2qiFUA

Tukey Prim9 at SLAC



Stu Card
Google Scholar h-index: 91 
51,505 Citations 
Stuart K. Card is one of the pioneers of applying 
human factors in human–computer interaction. 
His study of input devices led to the Fitts's Law 
characterization of the computer mouse and was 
a major factor leading to the mouse's commercial 
introduction by Xerox, most notably in the Alto and Star projects, some of the very earliest 
GUI systems employing a desktop metaphor. The 1983 book The Psychology of Human-
Computer Interaction, which he co-wrote with Thomas P. Moran and Allen Newell, became 
seminal work in the HCI field. Further research into the theoretical characterizations of human–
machine interaction led to developments like "the Model Human Processor, the GOMS theory 
of user interaction, information foraging theory, and statistical descriptions of Internet use”.  His 
work on information visualization and the “information visualizer” helped create the field.

 Jock Mackinlay     Stu Card    Ben Shneiderman



Stu Card: Interaction Science

https://www.youtube.com/watch?v=3w12AbzHw8E  SIGCHI Lifetime Research Award



Information Visualizer



Information 
Visualizer: 
Table Lens



Visualization: A Computational Medium
Computation provides the most plastic medium we have ever know 
for representation. 

Alan Kay refers to computers as a metamedium 

“It is the first metamedium, and as such it has degrees of freedom 
for representation and expression never before encountered and as 
yet barely investigated.” 

Fundamental importance of understanding tasks and activities



Understanding Tasks
Rendering Effective Route Maps, Maneesh Agrawala 
Distortions in Hand-Drawn Maps: Exaggeration (e.g. road length), Regularization 
(e.g. turning angle), Simplification (e.g. road shape), Debugging



Understanding Tasks



Understanding Activity Over Time

https://www.nytimes.com/interactive/2016/08/20/sports/olympics/
decisive-moments-rio-olympics-composite-pictures.html



Understanding Activities



Understanding Activities



Understanding Activities



Tasks and Efficiency
Computer-based visualization systems provide visual 
representations of datasets designed to help people carry out tasks 
and activities more effectively. 

Tasks and activities serve as constraint on design (as does data) 

Challenge: recast tasks and activities from domain-specific 
vocabulary to visual forms 



Exploit Perception and Details Matter
Replace cognition with perception 
More than summaries, details matter

1
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X          Y

Mean
Variance

Correlation

Anscombe’s Quartet: Raw Data

Identical statistics

x mean 9

x variance 10

y mean 7.5

y variance 3.75

x/y correlation 0.816



Resource Limitations
Vis designers must take into account three very different kinds of 
resource limitations: those of computers, of humans, and of 
displays.  
Computational limits: processing time, system memory, … 

Human limits: human attention, memory, … 

Display limits and Information density: pixels are precious 
resource, ratio of space used to encode info vs whitespace, …



Tamara Munzner: Visualization Analysis & Design



What, Why, and How
What is shown?  

Data abstraction 

Why is the user looking at it? 
Task abstraction 

How is it shown? 
Idiom: visual encoding and interaction 



Why?

How?

What?

Datasets

What?
Attributes
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Data and Dataset Types

Dataset Availability
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Tables
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Items 
(rows)
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Link

Node 
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Trees

Fields (Continuous)
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Attributes (columns)
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Multidimensional Table
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Ordering Direction

Categorical

Ordered
Ordinal

Quantitative

Sequential

Diverging

Cyclic

Tables Networks & 
Trees
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Links
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Trends

Actions

Analyze

Search

Query

Why?

All Data

Outliers Features

Attributes

One Many
Distribution Dependency Correlation Similarity

Network Data

Spatial Data
Shape

Topology

Paths

Extremes

Consume
Present EnjoyDiscover

Produce
Annotate Record Derive

Identify Compare Summarize

tag

Target known Target unknown

Location 
known
Location 
unknown

Lookup

Locate

Browse

Explore

Targets

Why?

How?

What?



How?

Encode Manipulate Facet Reduce
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Map
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attributes

Why?

How?
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How?
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What?

Mackinlay�s ranking of encodings 
QUANTITATIVE  ORDINAL   NOMINAL 
 

Position   Position   Position 
Length   Density (Val)   Color Hue 
Angle    Color Sat   Texture 
Slope    Color Hue   Connection 
Area (Size)   Texture   Containment 
Volume   Connection   Density (Val) 
Density (Val)   Containment   Color Sat 
Color Sat   Length   Shape 
Color Hue   Angle    Length 
Texture   Slope    Angle 
Connection   Area (Size)   Slope 
Containment   Volume   Area 
Shape    Shape    Volume 



Don’t just draw what you’re given 
•  Decide what the right thing to show is 
• Create it with a series of transformations from  

the original dataset 
• Draw that “right thing”

Goal: Reduce Task and Activity Complexity

Original Data

exports

imports

Derived Data

trade balance = exports − imports

trade 
balance



Today Face Many Big Data Issues

Commonly used plots fail to scale to large datasets. Many 
interesting issues result. How might we address this? Perhaps by 
using averaging, binning, and smoothing.



Information Visualization



Barbara Tversky
In her new book, Mind in Motion, Barbara Tversky 
cogently describes research on how we think about 
space—and how we use space to think. Based on 
decades of empirical work in spatial cognition and 
external representation, Tversky formulates two principles 
for cognitively-driven design: 

Principle of Correspondence: The content and form of 
the representation should match the content and form of 
the targeted concepts. 

Principle of Use: The representation should promote 
efficient accomplishment of the targeted tasks.



Contact Info chc004@ucsd.edu Chen Chen

mgahl@ucsd.edu Martha Gahl

mhaupt@ucsd.edu Michael Haupt

shilllin@ucsd.edu Sloan Hill-Lindsay

tlatonatequida@ucsd.edu Talia LaTona-Tequida

cmeehan@eng.ucsd.edu Casey Meehan

kenakai@ucsd.edu Kendall Nakai

nrizvi@ucsd.edu Naba Rizvi

tsharkey@ucsd.edu Tommy Sharkey

msmart@eng.ucsd.edu
Mary 
Anne Smart

bstringer@ucsd.edu Brinley Stringer

l5sun@ucsd.edu Lu Sun

ktenney@ucsd.edu Kristin Tenney

iswhite@ucsd.edu Isabel White

gwwolfe@ucsd.edu Garrett Wolfe

xuy021@ucsd.edu Xuhan Yang

myarmand@eng.ucsd.edu Matin Yarmand



Breakout GroupsFirst 
Stringer, Latona-Tequida, Tenney, White 

 Sharkey, Rizvi, Yarmand,  Chen 
Representation 
Yarmand, Yang, Haupt, Rizzi, Sharkey, Gahl, Nakai 

Activity Histories, Pad++, Lenses 
Wolfe, Hill-Lindsay, Chen, Mehan, Smart, Sun 

Second 
Stringer, Latona-Tequida, Tenney, White 
Sharkey, Rizvi, Yarmand. Chen 

Representation 
Wolfe, Hill-Lindsay 

Organization 
Yang, Haupt 

Ideally by the end of the breakout groups you should be 
close to forming a group with a general topic focus.  
By the end of the week (Friday 1/22), send a note to 
220-g@ucsd.edu with a list of your team members and 
your general topic focus. Be prepared next Tuesday 
(1/26) to give a short (5 minute) description of your 
focus. 


