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ABSTRACT
We introduce HIPerPaper, a novel digital pen and paper inter-
face that enables natural interaction with a 31.8 by 7.5 foot
tiled wall display of 268,720,000 pixels. HIPerPaper pro-
vides a flexible, portable, and inexpensive medium for inter-
acting with large high-resolution wall displays. While the
size and resolution of such displays allow visualization of
data sets of a scale not previously possible, mechanisms for
interacting with wall displays remain challenging. HIPerPaper
enables multiple concurrent users to select, move, scale, and
rotate objects on a high-dimension wall display.

ACM Classification: H.5.2 [Information Interfaces and Pre-
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INTRODUCTION
The decreasing cost of displays and growing computational
power of graphics processing units (GPUs) are enabling visu-
alization and analysis of increasingly large multidimensional
data sets on tiled wall displays. The scale of these data sets
means they cannot be viewed or easily manipulated on desk-
top or simple projection displays. High-resolution wall dis-
plays promise to be particularly useful for information visu-
alization, allowing visual detection of patterns in data that
would otherwise be impossible to see on current desktop dis-
play technology.

A range of interaction techniques for large wall displays have
been explored in the past [2, 1, 10, 9, 4]. One promising
approach we are exploring is to use pen and paper, another
high-resolution medium, as the main interface for controlling
an experimental tiled wall composed of seventy 30” displays.
Prior work involving pen-based interaction with large dis-
plays [5, 3, 6] focuses on direct pen/display interaction and
does not investigate the potential of using pen and paper as
an indirect mechanism to control large high-resolution dis-
plays. Pen and paper interaction with a large wall display is
promising for several reasons. Paper is lightweight and flex-
ible and it allows for myriad types of interfaces, from sim-
ple commands to regions providing special functions such as
zooming or panning. Paper can be customized easily to suit
various tasks and interaction needs, then discarded after use.
Paper is mobile, meaning that users can freely navigate in the
space in front of the display.
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HIPerPaper

Figure 1: HIPerPaper Interface
The HIPerSpace Wall1 is a 31.8 foot wide by 7.5 foot tall wall
display composed of seventy tiled 30” Dell LCD displays
with a resolution of 35,840 x 8,000 pixels (286,720,000 pix-
els total). Observations of users interacting with the HIPer-
Space wall reveal three key challenges: (1) Viewing informa-
tion on and interacting with the wall involves multiple people
working in coordination; (2) The wall display is designed to
support interaction with large multidimensional data sets, but
setup time and lack of natural mechanisms for manipulating
data results are an issue; and (3) The size and physical layout
encourages movement and interaction throughout the room,
necessitating a mobile interface for interaction.

HIPERPAPER
HIPerPaper is a new interface that provides pen and paper
interaction with large wall displays. It addresses the above
concerns involving multiuser interaction, the need for simple
ways of interacting with data visualizations, and the potential
to support group interactions exploiting the workspace sur-
rounding the display. The interface is based on Anoto tech-
nology and the iPaper framework [8]. It exploits a novel ar-
chitecture for handling multi-user, multi-device, multi-chan-
nel and multi-modal interactions. The main interface (see
Fig. 1) is a scaled version of the HIPerSpace wall printed on
paper. Multiple users can interact with the wall using mul-
tiple paper-based interfaces and digital pens. Users may in-
teract with the paper interface using either a traditional or
non-marking pen tip. The upper region of the main paper in-
terface supports coarse navigation of the wall display. The
lower region provides multiscale access to a particular part
of the display (i.e., an area the user is interacting with on
the large overview), allowing fine positioning. The design
goal is to encourage that the main focus of attention is on the
high-resolution wall display.

1http://vis.ucsd.edu/projects/hiperspace/
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Paper-based interactions
We use basic (x,y) position tracking of the pen to move a
pointer on the display in the default navigation mode. By
moving a pen with a non-marking tip on the paper-wall, users
can control a cursor moving and dragging objects on the
display (Fig. 2, left). Scaling is one of the most valuable
functions on high-resolution wall displays. HIPerPaper in-
troduces a general scaling interface based on a circular in-
teraction with the paper interface [7]. Similar to scrolling
through music on an Apple iPod, users can scale an object
by first selecting it and then moving then pen circularly ad-
justing their path and speed of movement for fine or coarse
scaling (Fig. 2, right).

HIPerPaper HIPerPaper

Figure 2: Interacting with the HIPerPaper interface

Viewing information and interacting with the HIPerSpace
wall almost always involves multiple people working in col-
laboration. Users can interact with the wall using multiple
paper-based interfaces and digital pens while exploiting the
supported interactions for collaboration.

In addition to the main paper interface, the current system in-
corporates a set of paper-based buttons and widgets (Fig. 3).
Touching or moving the pen tip on these widgets issues com-
mands to the application running on the wall. The paper but-
tons and widgets can be printed directly on the main paper
interface, printed on separate papers sheets, or deployed in
the form of removable stickers to be placed in convenient lo-
cations such as on a clipboard, a table, or even on the face of
a watch or other body location.

Finally, the information derived from the timestamped (x,y)
position of the digital pen enables multiple forms of inter-
action. For example, to access a close-up view (lower part
of Fig. 1), we exploit velocity in combination with a simple
linear gesture. Users can move the close-up view to a dif-
ferent section of the wall display with a simple horizontal or
vertical panning gesture in the desired direction (differenti-
ated by the pen’s velocity). The graphic component driving
all HIPerSpace applications supports an overlay layer that
we plan to exploit as an interactive feedback mechanism for
showing the particular region of the display that is currently
controlled by the close-up view.

FUTURE WORK: A LABORATORY FOR INTERACTIONS
The central research challenge we address is twofold: to
identify pen-based interaction techniques for large wall dis-
plays that are effective and natural for specific contexts, and
to design an infrastructure that enables their implementation,
composition, and exploration. HIPerPaper supports rapid de-
velopment, deployment, and evaluation of new prototype in-
teractions.

One advantage of paper interfaces is that they are extremely
easy to define and deploy (i.e., print). Interactive paper al-
lows a wide range of interfaces in terms of their layout and
presentation but also in terms of how interaction is imple-
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Figure 3: HIPerPaper widgets

mented. HIPerPaper enables exploration of widgets that en-
able direct access to data visualizations within various con-
texts. More general paper-based tools that enable interac-
tions across applications can be introduced.

HIPerPaper not only enables flexibility in terms of widgets
but also exploits the portable nature of paper, particularly
valuable when interacting with a large wall display. We plan
to deploy universal paper-based controls on desk surfaces
throughout the room for use by any user interacting with any
of the applications running on the HIPerSpace Wall.

While individual interaction techniques can be beneficial for
certain tasks, a single technique is unlikely to be appropriate
for all activities and contexts. The wall display we examine
is a novel experimental setting and it is important to be able
to explore multiple ways of interacting. We expect use prac-
tices to co-evolve with the interaction mechanisms we make
available to users. Creating a flexible and extensible archi-
tecture that supports a variety of input devices and interaction
techniques is one long-term objective of our research.
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