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Figure 1: The user interface of VideOrigami, a human-AI video co-creation environment, developed using the proposed approach
of combining compositional structures and AI. The compositional structures facilitate inspection and control of AI generation,
and AI facilitates information transformation and synchronization within and across the structures.

Abstract
It has been increasingly recognized that effective human-AI co-
creation requires more than prompts and results, but an environ-
ment with empowering structures that facilitate exploration, plan-
ning, iteration, as well as control and inspection of AI generation.
Yet, a concrete design approach to such an environment has not
been established. Our literature analysis highlights that composi-
tional structures—which organize and visualize individual elements
into meaningful wholes—are highly effective in granting creators
control over the essential aspects of their content. However, effi-
ciently aggregating and connecting these structures to support the
full creation process remains challenging. We, therefore, propose
a design approach of leveraging compositional structures as the
substrates and infusing AI within and across these structures to
enable a controlled and fluid creation process. We evaluate this
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approach through a case study of developing a video co-creation
environment using this approach. User evaluation shows that such
an environment allowed users to stay oriented in their creation
activity, remain aware and in control of AI’s generation, and enable
flexible human-AI collaborative workflows.
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1 Introduction
Content creation is inherently iterative, involving exploration, plan-
ning, and refining. While advanced AI models are capable of gen-
erating high-quality text, images, and video clips from prompts
[2, 14], the HCI community has argued that relying on the prompt-
generation paradigm alone is inefficient due to the lack of con-
trollability and interpretability desired in the creative processes
[108, 109]. Prior works have explored leveraging various external
structures to augment human-AI collaboration: such as leverag-
ing a chain structure to break down a complex task into smaller
steps [100], employing content-specific structures to control AI
generation (e.g., narrative structure in writing [50, 111]), and orga-
nizing generated text using diagrams and hierarchical structures
for comprehension [48, 78].

These prior works collectively suggest that effective human-
AI co-creation of complex content (e.g., scientific writing, music,
narrative video) goes beyond simple prompt-generation cycles, re-
quiring an environment with empowering structures to ground AI
generation, facilitate human ideation, and support design iteration
[62, 71, 76, 100]. Yet, there has not been an explicitly formulated
approach to guide the development of such environments. Specifi-
cally, we lack systematic guidance on (1) what is the design process
to follow, (2) what are the essential structures to consider, (3) how
should AI be integrated with these structures, and (4) what are
the benefits and challenges of such an environment. This work
attempts to answer these questions.

Toward this goal, we surveyed prior research that investigated
challenges and developed systems to support creative activities
in a variety of domains, including writing, multimedia posts, pod-
casts, music, and video production. From this analysis, we identified
a common approach in designing interfaces for supporting vari-
ous forms of content creation: the use of compositional structures.
We refer to compositional structures as structures that visualize
and organize individual components of content into a cohesive and
meaningful whole based on specific content aspects.

Our analysis revealed that compositional structures address four
key content aspects: spatial (e.g., layout in graphical design), tem-
poral (e.g., pacing in videos), narrative (e.g., storytelling coherence),
and congruent (e.g., integration of multimodal elements such as
text, visuals, and audio). For example, a narrative graph represents
storylines as nodes and edges, enabling creators to inspect the flow
of narrative points and experiment with alternatives; a multi-track
timeline organizes individual video and audio clips along a tempo-
ral axis, supporting creators in sequencing, aligning, and adjusting
the pacing of the clips. These structures not only assist in orga-
nizing and editing content by defining individual components and
their organizational rules, but also provide functional affordances
that guide creators through complex workflows, enabling efficient
inspection, iteration, and refinement. While these structures can
be employed individually, complex creative processes often require
multiple structures to interoperate. For example, in narrative video
creation, a timeline may synchronize with a storyboard to ensure
the alignment between visual sequences and story progression.

Informed by the literature analysis, we propose a design ap-
proach for developing human-AI co-creation environments, which

consists of four steps (1) identifying relevant compositional struc-
tures and their desired interconnections, (2) designing individual
structures tailored to content aspects and workflow requirements,
(3) aggregating these structures into a unified environment, and (4)
infusing AI to support content creation and synchronization. With
this approach, we aim to provide actionable guidance for building
environments that balance human agency with AI augmentation,
enabling effective human-AI co-creation.

An ideal evaluation of a design approach is to test it across mul-
tiple domains. This is challenging in terms of scope, as building
an environment to support a single domain’s extended workflow
demands substantial design and development effort. Therefore, we
opted for a case study in video creation. This domain encompasses
the four content aspects identified in our literature analysis—spatial,
temporal, narrative, and congruent—and thus warrants reasonable
generalizability. We conducted a formative study to identify com-
mon compositional structures in video creation workflows as well
as practices and challenges associated with these structures. We
then developed a human-AI video co-creation environment, Vide-
Origami, by infusing these compositional structures with AI. We
evaluated this co-creation environment by conducting a user eval-
uation with ten video creators. This study enabled us to investigate
the benefits and challenges of such an environment and discover
new creation patterns resulting from the reduced cost of aggregat-
ing compositional structures and integrating AI.

Together, this work makes the following contributions.
• A literature analysis of prior work across multiple creative
domains, identifying compositional structures as a foundational
design element for human-AI co-creation environments and sum-
marizing the design practices, challenges and opportunities of
leveraging compositional structures.

• A design approach that proposes using the compositional struc-
tures as substrate for human-AI co-creation environment to
ground the generation process; and infusing AI within and across
these structures to enable flexible creation workflows.

• A case studywhere we developed a human-AI video co-creation
environment, demonstrating the feasibility of instantiating the
proposed approach.

• A user evaluation of the developed environment, validating the
effectiveness of the approach and uncovering new patterns of
human-AI collaboration enabled by the integration of composi-
tional structures and AI.

2 Related Work
Our research proposes a human-AI collaboration paradigm by
grounding AI automation with compositional structures. We herein
review prior work on human-AI collaboration and the role of com-
positional structures in scaffolding content creation. Additionally,
we examine relevant literature on video creation.

2.1 Supporting Human-AI Collaboration
Recent advancements in generative AI are shifting content creation
from relying on low-level manual editing to guiding AI with high-
level instructions and goals [3, 16, 81]. This is a significant step
towards the human-AI symbiotic collaboration that Licklider envi-
sioned [56]. To support effective human-AI collaboration, recent
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work has made progress on various fronts, including design guide-
lines [7, 45], analytical frameworks [74, 82], and interaction tech-
niques [48, 98]. For example, Amershi et al. proposed guidelines for
designing human-AI interaction, which describe the desired high-
level qualities of human-AI interfaces, such as “show contextually
relevant information” and “learn from user behavior” [7]. Terry et
al. and Subramonyam et al. proposed extending Norman’s Gulfs of
Execution and Evaluation with Process Gulf [82] and Envisioning
Gulf [74], respectively, to better model human-AI interaction.

Recognizing the lack of control and interpretability of the prompt-
generation paradigm, prior work explored incorporating various
structures into human-AI interaction, such as breaking down com-
plex tasks into granular steps [100], visualizing the generation space
using key content dimensions [15, 76], adding additional visual
structures (e.g, human poses) to control image generation [110], us-
ing narrative structure [111], node-link structures (e.g.,diagrams [48],
and hierarchical spatial structures [78]) to organize generated text.

We extend the prior work on employing structures to improve
human-AI interaction. Beyond utilizing individual structures for
specific tasks, we explore how to develop co-creation environments
enriched with these structures [53, 62, 71]. Buschek’s work on AI
writing tools offers a related perspective, identifying an interface
design pattern of collaging fragmented views to create the interfaces
of writing systems [17]. Our approach also draws on the concept of
information environments built from “information substrates" [11,
34, 54, 107]. We propose employing compositional structures as a
type of substrates, and infusing AI within and across them to create
the human-AI co-creation environments.

2.2 Effectiveness of Compositional Structures
Compositional structures that describe the form, arrangement, and
relationships of components have been found to be effective in
facilitating the creation, consumption, evaluation, and iteration of
information content [18, 52, 55, 69].

Visualizing compositional structures can help users develop an
overall understanding of the content and enable efficient consump-
tion. For example, exploded-view drawings are effective in commu-
nicating the composition of various parts to inform the assembly,
disassembly, and repair of mechanical components [55]. The table
of contents in books enables readers to quickly review the structure
of a book and facilitate navigation. Similar structures have been
adopted to assist in the consumption of videos by segmenting long-
form videos into smaller and skimmable chunks based on narrative
structures, such as SceneSkim [64] and Video digests [65].

During content creation, compositional structures enable cre-
ators to inspect and define the structures of the content and support
structural revision [33, 50]. For example, exploring the composi-
tion of ideas during pre-writing was found effective in improving
writing quality [33], and reverse outlining can effectively aid in
the structural revision of the documents [52]. For music, compo-
sitional structures have been devised to facilitate the composition
of chords [37] and the entire music score [38]. For filmmaking, the
three- or five-act narrative structures are established practices to
create compelling narratives [32]. Inquiry-based structure is com-
monly used in science communication videos to maintain viewer

engagement [105]. Screenplay, storyboards, and audio-video scripts
are commonly used to plan and develop films and videos [32, 58].

Given the effectiveness of compositional structures, recent work
has sought to leverage them to assist human-AI co-creation. For
example, research explored leveraging compositional structures to
help writers plan, organize, and revise their writing with AI, such
as using AI to generate outlines [26] or to generate passages based
on argumentative structures [111]. Metaphorian supports creating
extended metaphors by allowing users to define the structures of
concepts they want to explain and leverage AI to generate sets of
concepts exhibiting congruent structures [50]. These works, how-
ever, typically focus on utilizing a single compositional structure. In
contrast, most content creation involves extended workflows that
interleave many compositional structures in a highly dynamic and
contingent manner [61, 75]. Therefore, we explore how to develop
human-AI co-creation environments with multiple compositional
structures that support an entire creation workflow.

2.3 Supporting Video Creation
Video is a highly versatile medium that can integrate various forms
of content, such as images, animations, text, infographics, sketches,
sounds, and recordings. Composing these numerous heterogeneous
materials of different modalities and formats into a coherent audio-
visual piece is a highly challenging and tedious task, and therefore,
received significant attention from HCI.

Researchers and practitioners have proposed principles and prac-
tices regarding video composition, and developed many authoring
support systems based on them. For example, the Congruence Prin-
ciple states that the content and format of the visual content should
be congruent to those indicated in the narrative [87]. Leveraging
the desired congruence between the visual content and the un-
derlying narrative, research has explored offloading the tedious,
frame-level interactions of clips such as visual search [46, 103], cut
placement [12, 84], and clip sequencing [67, 68, 91, 95] with the
synchronized manipulation of the corresponding scripts [12, 101].
For example, Quickcut enables the automatic assembly of shots
into a whole video by temporally aligning the shots with the video
script [84]. Crosspower leverages the semantic structures in the
scripts to facilitate the spatial composition of visual materials in
the scene [101]. Research has also explored leveraging the compo-
sitional structures of existing content in other media to generate
videos. For example, end-to-end systems have been developed to
create videos by transforming the composition of static content
(e.g., documents, webpages), such as generating TikTok videos from
news articles [96] and marketing videos from websites [23].

We developed a human-AI video co-creation environment fol-
lowing our proposed design approach. As we will demonstrate, the
interconnected and intelligent compositional structures serve as a
versatile interface foundation that can coherently support many of
the existing techniques but also afford new ones in the context of
human-AI co-creation. Additionally, our user evaluations provide
new insights into the challenges and opportunities in human-AI
co-creation. The notorious complexity of video content and its
workflow make video creation an ideal domain for validating the
design approach, warranting considerable generalizability of the
proposed approach and the resulting findings.
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3 Compositional Structures as Substrates: A
Design Approach

Wegrounded the development of the design approach in the existing
literature dedicated to designing interactive systems for content-
creation activities. Specifically, we sought to understand: how exist-
ing systems design compositional structures to support the develop-
ment of the various aspects of the content. We analyzed work target-
ing diverse domains, including writing, music, podcasts, interactive
media, and video. These domains allowed us to comprehensively
cover textual, visual, audio, and interactive content. For each do-
main, we selected survey, study, and system articles as seed articles
and utilized a snowball method to collect relevant literature.

For each article, we annotated the compositional structures that
were studied, along with the content aspects they aim to support
and their functionality. We extracted excerpts from the papers re-
garding the design decisions and challenges associated with the
structures. We stopped the snowball process when no new com-
positional structures were found. In cases where multiple articles
addressed the same compositional structure, we prioritized those
that were widely cited. Ultimately, we identified 55 papers, and
more details of these papers are included in the Appendix A.3.

3.1 Definition of Compositional Structures
Our literature analysis revealed that interfaces for supporting con-
tent creation are typically designed with one or more structures.
These structures define the individual components and organiza-
tional rules for assembling the components based on specific as-
pects of the content, offering corresponding functional affordances
that facilitate the composition process – we refer to these struc-
tures as compositional structures. By analogy with biological
substrates—surfaces on which living organisms grow—we conceptu-
alize compositional structures as substrates on which informational
content ‘grows’.

We herein summarize the utility of compositional structures
across key aspects of content creation, analyzing the design of their
individual components, organizational rules, and functional affor-
dances implemented in existing systems (Section 3.2). Among the
reviewed papers, 47 out of 55 combined multiple compositional
structures to support the creation process. By analyzing the in-
terleaving usage of different compositional structures, we
summarize current design practices for establishing synchroniza-
tion of these structures and formalize the solutions for aggregating
them into one workspace. Additionally, we highlight challenges
identified in existing research and propose opportunities to lever-
age AI to support the iterative creation processes across multiple
compositional structures (Section 3.3). This analysis provides in-
sights into what compositional structures should be integrated into
co-creation environments and how to infuse AI within and across
structures to support creative workflows.

3.2 Utility of Compositional Structures
Each compositional structure assists in the creation of one or more
aspects of the content. We categorized four key aspects: spatial,
temporal, narrative, and congruent.

3.2.1 Spatial Aspect. This aspect primarily refers to the layout
of individual components in the final content. It pertains to the
organization of different elements in visual content for effective
communication and appeal. Compositional structures supporting
this aspect are often based on a free-form canvas or grid systemwith
directly manipulable elements, allowing flexible adjustments of
their position and size. The organizational rules in these structures
aim to satisfy constraints and preferences specific to the creation
context, such as design guidelines, stylistic choices, or screen sizes.
The compositional structures reify these rules to enable easy reuse
and adaptation by both creators and automated processes, including
auto-suggested templates or computational layout adaptations.

3.2.2 Temporal Aspect. This aspect addresses the pacing of con-
tent that unfolds over time. Interfaces designed to support this
aspect typically feature a multi-track timeline that allows creators
to place elements along a time axis, define keyframes, and preview
the progression. While pacing is critical for effective storytelling,
most systems require the creators to manually achieve the ideal
pacing, such as deciding the duration of shots and adding pauses to
enhance narrative impact. Prior work has explored implementing
organizational rules based on desired dialogue styles on pacing [90].
Other works explored supporting element alignment by time, such
as synchronizing video segments with transcripts [19, 46, 84]. Such
synchronization embedded in the timeline accelerates the creation
process by alleviating the manual coordination efforts otherwise
required to deal with different tracks in the timeline structure.

3.2.3 Narrative Aspect. This aspect refers to the underlying story
conveyed by the content. Creators often need to experiment with
different narratives to develop the most effective one. Composi-
tional structures supporting this aspect vary in levels of abstrac-
tions: from conceptual elements like the luckiness of a character
in storytelling [24] to argumentative outlines in scientific writ-
ing [111]. The organization rules and functional affordances of
these structures depend on both the content types and the creative
workflow. For example, graph structures on a freeform canvas are
commonly used for ideation, with association functions to generate
or connect related concepts for brainstorming. Hierarchical linear
structures are effective for planning and refinement, with summa-
rization and expansion functions, such as summarizing paragraphs
into a reverse outline or expanding simple headings into narrative
points.

3.2.4 Congruent Aspect. This aspect addresses the integration of
multiple individual elements perceived simultaneously during con-
tent consumption, such as notes in a musical chord [37], differ-
ent modalities in a video [58, 84], and data visualizations and ac-
companying narratives in data storytelling [18]. To support this,
compositional structures often associate these elements within a
container to support reasoning: lines connecting notes in a musical
chord [37], storyboard cards associating visuals with text [58], and
blocks combining visualizations and descriptions side-by-side [18].
These containers frequently incorporate auto-update functionali-
ties to ensure synchronized updates among elements and may in-
clude functionalities for suggesting alternatives or auto-completing
based on congruence rules. Furthermore, by bundling elements,
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Table 1: Compositional Structures for Four Content Aspects with Example Systems from Literature Analysis

Content

Example

System

Individual 
Component

Compositional 
Structure

Organization

Rule

Functional 
Affordance

Content 
Aspect

Spatial Aspect 

Spatial layout of individual 
elements within a content

Temporal Aspect
Pacing of content that 
unfolds over time

Narrative Aspect
Underlying message or story 
conveyed by the content

Congruent Aspect
Integration of elements 
perceived simultaneously 

Rectangular regions arranged on the 
page and filled with content

Layout of the elements adheres to 
template-based constraints and 
preconditions

Aggregate multi-source documents with 
adaptive layout 


Customize the layout on the fly

Multi-Media Document Animated Data StoryArgumentative WritingNarrated Video

Adaptive Layout [Schrier et al. 2008]

Time-Aligned Transcript

Quickcut [Truong et al. 2016]

Raw footage segments with voice 
annotation

Choose frame-level video cut points 
adhering to film editing guidelines

Match story narration with relevant 
video segments 

Visar [Zhang et al. 2023] DataParticles [Cao et al. 2023]

Block-Based EditorCanvas-Based Layout Editor
Node-Link Graph for Visual 
Argumentative Outline

Text cell for story narrative; 

Visualization cell for animated unit 
visualization

Within a block, the visualization cell’s 
encoding and animation should conform 
to description in the narrative text cell

Generate animated unit visualization 
with narrative


Customize the encoding and animation 
effects

Nodes representing 5 types of 

argument such as main argument, 
counter argument, etc.

Nodes are connected with a set of 
logical relationships and organized 
hierarchically

Configure logical/hierarchical 
relationship



Update dependent arguments 
recursively

Generate suggested arguments

Raw segments should be temporally 
aligned with the narration of the entire 
video based on semantic relevance

creators can manipulate the container as a whole without com-
promising its internal congruence. Therefore, such structures of-
ten integrate congruence with other aspects, like narrative: for
instance, a two-column structure, commonly used in video creation,
expresses congruence within individual rows while supporting nar-
rative progression through the linear arrangement of rows in a
table format.

Notably, a single compositional structure can support multiple
aspects simultaneously. For example, a transcript-based timeline
supports both the temporal and narrative aspects as they have
strong correspondence in certain video content. Similarly, the con-
gruent aspect is often intertwined with others, as it inherently
involves relationships between elements of different modalities. It
is also important to acknowledge that while the spatial, temporal,
narrative, and congruent aspects are prominent in the literature we
have reviewed, they do not represent an exhaustive set of content
aspects. For example, emotional resonance or interactivity may
constitute additional dimensions that require further exploration.

3.3 Interleaving Usage of Compositional
Structures and Challenges

Content creation is often multifaceted and highly iterative [18, 20].
These structures, however, are typically distributed across separate
applications, resulting in fragmented workflows [18, 21, 40]. From
the papers that utilized multiple compositional structures, we sum-
marized two primary needs: inspecting different content aspects and
facilitating iterative transitions. To address these needs and miti-
gate the challenges of fragmented workflows, a common design
approach is to consolidate essential compositional structures into
a single interface, and establish synchronization among them. To

inform our design approach, we summarize existing practices for in-
tegrating compositional structures and achieving synchronization
across these structures.

As each compositional structure defines its individual compo-
nents and their organization rules, the synchronization aims to
establish connections between the components across structures
while satisfying their respective rules. We summarized three as-
pects to consider for establishing synchronization and highlighted
the design challenges within each aspect.

3.3.1 Defining Correspondences Between Individual Units Across
Structures. Establishing how individual components in one struc-
ture correspond to those in another is fundamental to achieving
synchronization across structures. For example, a node in the nar-
rative graph corresponds to a sentence in the text editor [24, 111].
Predefined correspondences help users understand the system’s
logic and howmodifications in one structure influence others. How-
ever, they can also limit flexibility. As the creative process evolves,
these correspondences may become ambiguous, requiring reevalu-
ation or reconfiguration, which can disrupt the creative flow.

3.3.2 Determining Appropriate Synchronization Techniques. We
identified two common techniques for cross-structure synchroniza-
tion: Synchronized Highlighting, which highlights corresponding
units across structures to aid navigation and reference, and Syn-
chronized Editing, where updates in one structure propagate to
corresponding units in another. Systems with synchronized editing
typically also include synchronized highlighting. The complexity
of synchronized editing depends on how content is represented
across structures. It may involve direct content transformation (e.g.,
transferring a phrase in an outline to a section heading), attribute-
based transformation (e.g., a text snippet converted to a timeline
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duration), or advanced AI-driven generation (e.g., a paragraph con-
verted to an outline point). While advanced transformations can
streamline workflows, they often require significant review and
adjustments. Simple synchronized highlighting may be preferable
when creators prioritize manual control over automation.

3.3.3 Configuring Updating Mechanism. Two key factors influence
the updating mechanism: (1) Directionality: updates can be bi-
directional or one-directional, where changes flow between struc-
tures in both directions or only from one to another; (2) Control:
whether updates should be automated or user-controlled, with auto-
mated updates ensuring consistency but potentially causing unin-
tended overwrites, while user-controlled updates provide greater
control but require additional actions that might be laborious.While
most systems favor automated bi-directional updates for ease of
use, this approach can pose challenges in preserving intentional
modifications of content within one structure.

3.4 Proposed Design Approach
Existing research demonstrates the utility of compositional struc-
tures and explores practices for constructing workspaces that lever-
age them. Insights from this literature inform key considerations
for designing such structures and integrating AI functionalities
within and across them. Based on these findings, we propose the
following four-step design approach:
ST1 Identifying Compositional Structures and Their De-

sired Interconnections of a Creation Activity. The first
step is to investigate the creation workflow for the targeted
content. This includes identifying specific compositional struc-
tures used to address different content aspects, their roles at
various workflow stages (e.g., ideation, editing, integration),
and how these structures should interconnect to support
transitions between them.

ST2 Designing Individual Structures with Content Aspects
and Workflow Requirements. For each identified struc-
ture, specify the individual components creators will ma-
nipulate and define the organizational rules (e.g., hierarchi-
cal relationships, temporal sequencing). The design of these
structures should align with the intended creative outcomes
and support efficient manipulation and arrangement within
the structures.

ST3 Aggregating the Compositional Structures as the Foun-
dation for the Co-creation Environment. The defined
structures need to be integrated into a workspace with de-
sired synchronization by defining corresponding units, syn-
chronization techniques (e.g., synchronized highlighting or
editing), and updatingmechanisms (e.g., one or bi-directional).

ST4 Infusing AI Functionalities within and across Compo-
sitional Structures to Facilitate Content Creation and
Synchronization. Based on the challenges within the cre-
ation workflow, automation needs to be infused within and
across the structures. Within structures, AI should facilitate
creating individual units adhering to their organizational
rules; across structures, AI should maintain context aware-
ness by managing references, coordinating interconnected
content, and ensuring synchronization through appropriate
updating mechanisms.

4 Understanding the Use of Compositional
Structures in Video Creation

We evaluate our design approach by executing the proposed steps.
We begin with identifying the compositional structures and the
desired interconnections. As indicated in the previous section, many
prior works have been conducted to understand and alleviate the
challenges in video editing [22, 84, 103]. However, there lacks work
that specifically investigates compositional structures in the entire
video creation workflows, especially the desired interconnections
among them. Therefore, we conducted an interview study with
video creators to holistically understand their creation processes.

4.1 Participants and Procedure
We interviewed five expert video creators, each with over five years
of experience in video production and publishing. To ground the
interviews in concrete examples, we asked the creators to share
videos they had produced, along with any materials used for plan-
ning and prototyping. Participants were purposefully selected to
ensure their videos covered diverse types of content. In total, the
interviews covered 14 videos: 3 vlogs, 3 short films, 3 explainers,
3 video essays, and 2 animated films. The interviews began with
questions regarding creators’ professional experiences, followed
by an in-depth discussion of the creation processes. Conducted via
video calls, each interview lasted around 90 minutes.

4.2 Compositional Structures in Existing
Workflow

Despite the diverse video types, creators’ workflows revolve around
four key compositional structures shown in Fig. 2b. We first review
these structures and then dive into the challenges of working with
these structures.

4.2.1 Ideation and Asset Organization with Freeform Canvas. “You
could see there is no discipline here, because I am just throwing them
all in.” (E2). All creators use dedicated spaces to organize relevant as-
sets, such as documents, videos, and images. As creators sift through
the assets, they jot down associated notes, develop narrative points,
and connect them to form the storylines. Freeform canvases, such
as Milanote (E1) and Miro board (E3, E5), were useful as they not
only serve as the asset repository but also an ideation space where
creators can arrange all materials to develop an understanding of
the story. Creators frequently revisit this space to re-contextualize
themselves with the materials.

4.2.2 Narrative Development with Linear Text Editor. “I just write
out something almost off the top of my head with an idea.” (E2)
Creators need a space to organize disconnected ideas into a cohe-
sive storyline. At this stage, a linear structure can be helpful, as it
“actually helps me thinking.” (E1) This stage involves substantial
iteration and engagement with content of mixed fidelity. Creators
usually begin by putting down ideas and talking points that emerge
during ideation and asset collection. The initial content could be
“written partially in full text, partially in outlining text.” (E3) and as
“a combination of scripts and visuals”(E2, E3, E5). Creators navigate
through the content of mixed fidelity and modality and iteratively
mold it toward a final storyline.
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Figure 2: Mappings between the compositional structures identified in the video creation workflow and the VideOrigami’s user
interface. (a) Workflow revolving around the compositional structures; (b) the underlying compositional structures; (c) four
views in VideOrigami’s user interface maps to a corresponding composition structure

4.2.3 Scene Planning with Grid-Based Editor. “I need to put every-
thing together, and see whether the visual goes well with the text,
whether the temporal sequence makes sense.” (E1) Creators develop
scene structures by examining the narrative and congruence aspects
simultaneously: they experiment and specify the arrangement of
materials to ensure visual and temporal coherence both within and
across the scenes. A variety of grid-based structures are utilized,
such as two-column scripts (E2, E5) and storyboards (E1, E4). For
example, two-column scripts allow creators to arrange the narra-
tive sequence in rows and organize the materials within a scene
in columns (e.g., voiceover and desired visuals). This stage often
features a “random filling” pattern, as creators may have incomplete
ideas or uncertainty in certain parts of a scene, such as knowing
the visual but not the voiceover, or vice versa. The grid structure
also provides a clear overview of the creation progress—unfilled
cells serve as visual indicators of incomplete elements (E2, E5).

4.2.4 Spatial/Temporal Arrangement and Preview using Timeline-
Based Editor. “You have been creating it as a creator, and now you
are watching it as a viewer when putting them together.” (E5) The
timeline structure provides creators with fine-grained controls to
refine the temporal sequence of the video, which can range from
small pacing adjustments like trimming a clip to changing the
clip sequences (E1, E2, E5). All timeline-based editors also provide

controls for adjusting the placements of visuals for a selected time
frame. At this stage, creators constantly assess the effectiveness of
the storytelling by previewing the assembled parts. This iterative
process of a perceptual reasoning is critical, as E3 explains: “Only
when you see it do you realize it’s not what you imagined.”.

4.3 Desired Interconnections Across Structures
The current digital environment discourages iteration across struc-
tures, as the lack of synchronization between them often results in
a high cost of context switching. This often incentivizes creators to
confine their iterations to the single structure they are currently
working in, rather than leveraging the one that would be most ef-
fective for the task. For example, all creators we interviewed noted
that once they transition to working on the timeline, they “never
go back”(E1), even when certain structural changes could benefit
from using the narrative editor or scene planner (E2). Below, we
summarize a set of cross-structure interconnections desired in the
video creation workflows.

4.3.1 Collect and Refer to Materials Anytime. Creators often need
to cross-reference assets while working on different structures at
any workflow stage. E2 highlighted the frustration of repeatedly
searching through scattered file folders to locate assets, which are
often organized differently depending on tasks such as writing
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or timeline editing. They also mentioned that multiple passes are
needed to ensure no assets are overlooked, consuming up to half
a day. Systems should provide a centralized collection of assets,
allowing creators to freely add assets within any structure and
easily reference them when working on different structures.

4.3.2 Develop Cohesive Narrative from Fragmented Notes. During
asset collection, creators often generate fragmented ideas or notes
that do not immediately fit into the narrative. At times, they may
struggle to incorporate some interesting excerpts into the exist-
ing storyline (E3, E4). This suggests that systems should facilitate
the quick integration of fragmented ideas into the narrative while
ensuring narrative coherence.

4.3.3 Provide a Warm Start for Developing the Scene Structure. To
develop the scene structure, creators often need to manually locate
and transfer many materials into the appropriate categories (e.g.,
specific rows or columns), such as copy-pasting paragraphs from
the narrative to different cells and inserting images and clips. This
“cold start” process can be tedious and discourage them from using
the scene structures (E1). Systems should automate the initial orga-
nization of content into scene structures, providing a “warm start”
that reduces manual effort and streamlines the workflow.

4.3.4 Enable Granular and Structural Adjustments for Temporal
Sequencing. When adjusting pacing, creators often have diverse
needs for corresponding edits: they require fine-grained controls,
such as precise timing adjustments, which should be reflected across
other structures to ensure these structures remain reusable for
relevant tasks; they may also make broader structural changes to
the sequence, which should be supported in alternative structures
and automatically synchronized with the timeline. Systems should
accommodate both granular and structural adjustments, ensuring
synchronization across all relevant compositional structures.

5 VideOrigami: a Human-AI Video Co-Creation
Environment

We develop VideOrigami by following the proposed design process,
including surfacing the compositional structures in one unified
space [ST2], defining their synchronization [ST3], and infusing AI
within and across structures [ST4]. Section 5.1 explains the individ-
ual structures and AI-driven generation to support their completion;
Section 5.2 covers synchronization across the structures and AI im-
plementation; and Section 5.3 presents a scenario illustrating the
creation of a video within the co-creation workspace VideOrigami.

5.1 Compositional Structures and
Within-Structure Generations

We formally define the four compositional structures we identified:
Freeform Canvas, Narrative Editor, Grid-based Scene Planner, and
Timeline Editor (Fig. 2c)—along with their individual components,
organization rules, and functional affordances.

The Freeform Canvas leverages spatial organization to facili-
tate asset collection and exploration. VideOrigami’s implementation
supports three types of nodes: Asset Nodes (Fig. 3a) for uploading
media, importing web content, or generating visual content (Fig. 3b).
Each asset node has associated Note Nodes, enabling creators to

record information related to the assets when making sense of them.
Users can manually edit notes or generate them using queries to ex-
tract specific content from the assets. The Prompt Nodes (Fig. 3c) are
used for generating certain parts of the video (as further elaborated
in Section 5.3).

add note

generate video

ask about the 
file content

Give me a summary 
about the article.

generate describe

Figure 3: Nodes supported in the freeform canvas structure.

The Narrative Editor that we utilize is a linear block-based text
editor that consists of two block types: section blocks, which define
high-level section headings to guide the overarching structure of
the video, and paragraph blocks, which contain individual talking
points within each section. Users can manually edit each block
and use LLMs to generate section headings to outline the narrative
or talking points within specific sections. The generation process
considers narrative cohesion and the relevance of each talking point
within its context.

The Grid-Based Scene Planner employs columns and rows to
plan different elements in a scene chronologically. The grid-based
scene planner also defines four types of columns: the Storyline
column houses the talking points; the Script column contains the
transcript for each scene; the Visual Description column describes
what visuals to show in each scene; and the Visual Preview col-
umn shows the visual assets to be included in the video. Besides
basic operations such as adding, deleting, or shuffling rows and
columns, users can populate each cell of the grid manually or gen-
erate content based on the context provided by existing rows and
columns.

The Timeline Editor allows creators to preview the video and
adjust its pacing. It organizes content into three types of tracks:
audio, visual, and caption tracks. Each track comprises sequences of
snippets as the smallest manipulable units in the timeline. While we
did not implement AI features within the timeline, some techniques
explored in prior work, such as aligning visual beats with audio [27]
and transition suggestions [88] can be incorporated.
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Figure 4: Synchronized highlighting between different structures. (a) When the user clicks on a segment in the Timeline Editor,
the corresponding Grid cell is highlighted, and the node is centered on Canvas. (b) hovers hover a talking point in the Narrative
Editor, VideOrigami highlights relevant note nodes in the Canvas.

5.2 Cross-Structure Synchronization and
Transformation with AI

Informed by the desired interconnections (Section 4.3), we herein de-
scribe the cross-structure synchronization in VideOrigami in terms
of the corresponding units, synchronization techniques, updating
mechanisms, and the AI integration to support the synchronization.

5.2.1 Canvas⇔ Other Structures (Assest Managment). The canvas
serves as a centralized asset hub, where any item added to other
structures is automatically added as an asset node. To facilitate
referencing relevant assets, we implemented bi-directional, auto-
matic, synchronized highlighting. Each canvas node corresponds
to the smallest unit in other structures (i.e., a paragraph block in
the narrative editor, a cell in the grid, or a snippet in the timeline).
When a user edits a unit in another structure, related canvas nodes
are dynamically highlighted (Fig. 4). In this process, AI is incorpo-
rated to actively calculate relevance using embedding vectors of
the content. Conversely, when a user hovers over a Canvas node,
related units in other structures are highlighted. This ensures that
all important assets are effectively incorporated into the video.

5.2.2 Canvas ⇔ Narrative Editor (Narrative Development). To help
users form cohesive narrative points from fragmented notes, we
implemented bi-directional, user-initiated, synchronized editing be-
tween nodes in the canvas and the paragraph blocks in the narra-
tive editor. When a user drags a note node into the narrative editor,
VideOrigami leverages generative AI to transform the note content
based on the drop target: dropping into a new block transforms
its content into a new talking point with the existing narrative
sequence as context; dropping into an existing block revises the
content to integrate the note while preserving the original meaning
(Fig. 5b). Conversely, when users drag a talking point into an empty
canvas note node, VideOrigami extracts content relevant to that
point from the note’s associated asset content to further support
this process (Fig. 5a).

5.2.3 Narrative Editor⇒ Scene Planner (Scene Development). To
provide an effective starting point for scene planning, we imple-
mented uni-directional, user-controlled, synchronized editing from
the narrative editor to the grid-based planner. The rows in the grid
correspond to the different types of blocks in the narrative editor: a
section row corresponds to a section block in the text editor (Fig. 6a);
a talking point row corresponds to a paragraph block. When users
modify content in the narrative editor, VideOrigami utilizes LLMs

to categorize the content based on the grid’s columns (e.g., visual
descriptions or voiceover scripts) and maps it to the corresponding
grid cells as suggested content (Fig. 6b). Users can press “Tab" to
quickly accept the suggestion or overwrite them.

5.2.4 Scene Planner ⇔ Timeline Editor (Temporal Adjustment). To
support both structural and fine-grain temporal adjustments, we
implemented bi-directional, synchronized editing between the grid-
based scene planner and timeline editor. The timeline can be seen
as a transposed view of the scene planner, with each column corre-
sponding to a track and individual grid cells representing specific
time segments within those tracks. Users can drag columns to the
timeline to form default tracks (e.g., the script column becomes an
audio track, and the visual preview column becomes a visual track)
(Fig. 7a). AI facilitates the transformation between grid cells and
their corresponding time segments, with different updating mecha-
nisms for each direction. Grid-to-timeline updates are automatic.

c

drag

drag

Figure 5: Transformation of information between Canvas
and text editor. The user can (a) drag a talking point into
an empty note to extract relevant content from the linked
article; or (b) drag a note into the talking point to revise or
create a new talking point based on extracted information
from the article.
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Figure 6: Transformation of information between the Narrative Editor and Grid. (a) Content in the text editor transforms into a
storyline column in the Grid. (b) Population of the narrative content into Grid columns based on different column types.

Figure 7: Transformation of information between Scene Planner and Timeline Editor. (a) Drag the script column to transform
it into an audio track. (b) Fine-tune the time segments and adjust the corresponding script.

For example, extending a script or replacing a video clip will auto-
matically adjust the corresponding time segments. Timeline-to-grid
updates are user-controlled. For example, when a user shortens a
time segment, VideOrigami suggests edits to the corresponding
grid cell to align with the new timing while preserving the original
meaning. Users can accept these suggestions or make their own
edits (Fig. 7b).

5.3 SystemWalk-through
We walk through a scenario where a creator, Millie, uses Vide-
Origami to make an explainer video about “The Mystery of Fortune
Cookies”. Millie first imports some assets she has collected about
fortune cookies into VideOrigami’s canvas (Fig. 8a). Using the em-
bedded AI functionality in the canvas, she explores the materials
and conceptualizes two high-level sections for the video: “The Ori-
gins” and “Fun Facts” and adds them to the narrative editor.

5.3.1 Bottom-Up Creation. Millie wants to open the video with a
familiar image, so she writes “a close-up shot of a fortune cookie”
as the opening sentence. When transitioning to its Japanese ori-
gins, she recalls an article but forgets some details. VideOrigami
highlights relevant notes in the canvas as reference (Fig. 8b). To
seamlessly incorporate the facts, Millie drags a note into the para-
graph, transforming it into a talking point while ensuring a cohesive
narrative flow that integrates the new information (Fig. 5b). Satis-
fied with the story, Millie moves to the scene planner by clicking
on the toggle located on the top right corner of the editor (Fig. 8c).
VideOrigami transforms the content in the narrative editor to au-
tomatically populate the scene planner (Fig. 6), giving Millie an
effortless first draft. With the synchronization, she also gets a rough
cut in the timeline editor with a generated voiceover based on the

script. Millie adds visuals, previews the video, and refines the scenes
by iterating between the scene planner and the timeline editor.

5.3.2 Top-Down Creation. For the second section, Millie starts by
prompting VideOrigami to generate the entire section first (Fig. 8d).
Instead of directly presenting her a video cut, VideOrigami follows
the structures and populates talking points, voiceovers, visuals, and
time segments within each structure progressively. This allows Mil-
lie to review and refine as the video takes shape. She can reorganize
sequences in the narrative editor to explore different narrative flows
(Fig. 8e). As changes propagate across different structures, she can
easily make further edits or preview the new version. Finally, Millie
drags her own voiceover recording into the timeline to replace the
generated audio (Fig. 8f). VideOrigami stores it as an asset in the
canvas, as well as intelligently aligns her audio with the existing
script in the grid, and adjusts the timing of each scene (Fig. 8g).

With the help of VideOrigami, Millie successfully creates her
first cut of the explainer video. VideOrigami yields not only the
output video, but also the artifacts of the process: the assets and
notes on the canvas, the narrative in the editor, and the scene plan
in the grid. These artifacts assist Millie in verifying sources and
making future edits.

5.4 Implementation Details
VideOrigami is built using TypeScript with React for the front end,
Zustand for state management across different views, MongoDB for
the database, and a Python back-end. AI features include OpenAI’s
GPT-4 API for text generation, DALL·E 3 for image generation, and
Whisper 1 for converting text to voiceover. A detailed description
of the implementation is included in Appendix A.4.
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Figure 8: A user planning and creating a video using VideOrigami. The user can import external assets to the canvas (a); while
the user is writing in the Narrative Editor, relevant notes are highlighted (b); the Narrative Editor expands and transforms into
the Grid-Based Scene planner (c); the Prompt Node enables the user to generate a section of the narrative automatically (d); the
user can re-arrange sections of the narrative by dragging and dropping in the Narrative Editor (e); the Timeline Editor enables
users to import audio files (f) and automatically align the imported audio with the existing script (g).

6 Evaluation
We evaluated VideOrigami with a user study to investigate whether
the design approach has resulted in an effective co-creation envi-
ronment by answering the following research questions:

RQ1 Whether the aggregated compositional structures can serve
as an effective common ground for human-AI collaboration;

RQ2 Whether AI can reduce challenges associated with complet-
ing and synchronizing the compositional structures;

RQ3 Whether there are newworkflows and usage patterns enabled
from this design approach;

RQ4 What tensions may arise in the co-creation environment?

6.1 Study Procedure
We evaluated VideOrigami with different creator profiles (i.e., ex-
perts and novices) and different creation workflows (i.e., human
creates and AI synchronizes as well as AI creates and human re-
fines) to more broadly evaluate the environment’s effectiveness.
The inherent complexities of video creation, coupled with the learn-
ing curve associated with a new authoring interface and its various
features, resulted in the entire study exceeding 3 hours. Therefore,
we broke the study into two parts. In the first part, all participants
were asked to create a video with a bottom-up approach (i.e., hu-
man creates and AI synchronizes). In the second part, participants
started with a single prompt to create a video, after which they
evaluated and iterated upon it to achieve their desired outcome.

We recruited 6 novices (N1-N6, 3 female, 3 male), and 4 experts
(E1-E4, 3 female, 1 male) for the study. Novices self-reported having
limited knowledge of video creation tools and techniques and have
created less than ten videos. All experts had at least two years of
video editing experience and published videos either monthly (E4)
or once every few months (E1-3). All participants attended Part 1
of the study. Novices and experts were compensated with $40 and
$100, respectively, for their participation in Part 1 (2 hours). Three

novices (N1-3) and three experts (E1-3) attended Part 2 (1.5 hours),
and received $25 and $50, respectively.

6.1.1 Part 1: Bottom-Up Creation. In this 120-minute study, par-
ticipants (6 novices, 4 experts) were tasked to create a 30-second
video about fortune cookie origins from scratch using our system.
Before the study, participants were given two articles to familiarize
themselves with the video topic. Seven studies were conducted
in-person and three remotely via Zoom. All participants accessed
VideOrigami through a web browser.

Introduction and System Walk-through (∼40 minutes). The ex-
perimenter first introduced participants to VideOrigami and inter-
viewed them about their experience with video creation and gener-
ative AI. Next, the experimenter walked the participants through
VideOrigami’s features by guiding them in creating the first half
of the video (introduction to fortune cookies). During the walk-
through, the experimenter explained each interaction and asked
participants to perform specific actions.

Creation task (∼40 minutes). Participants were asked to com-
plete the second half of the video (focusing on the cookie’s Japanese
origins). The system was pre-loaded with assets they could option-
ally use during their creation process.

Iteration task (∼15 minutes). Participants were given an ad-
ditional article describing stories of fortune cookies. They were
instructed to extract narrative points from the article and revise
the video to add at least one narrative point.

Questionnaire and Post Interview (∼25 minutes). After complet-
ing all the tasks, participants filled out a questionnaire about the
usefulness of VideOrigami’s concept, features, and their experience,
followed by a semi-structured interview to gather further insights.

6.1.2 Part 2: Top-Down Creation. In this study, participants created
another 30-second video. To allow the participants to easily evaluate
AI-generated content (e.g., narrative, images, video sequences), we
asked the participants to prepare materials they were familiar with,
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such as a novel, article, or blog post, as the information source.
Three studies were conducted in-person and 3 via Zoom.

Task Introduction and System Revisit (∼10 minutes). Participants
were first given a general introduction to the task, followed by a
quick walk-through of the system to serve as a refresher.

Practice Task (∼10 minutes). Participants were instructed to use
AI to generate a video with the content they provided by writing a
simple prompt such as ‘create a video’. The goal of this step was to
help them get a sense of the generation process and the generated
video.

Creation Task (∼45 minutes). Participants were asked to write
more detailed prompts to generate a video and then refine the
generated video through iterative adjustments using the system.

Questionnaire and Post-study Interview (∼20 minutes). After
completing all the tasks, participants completed a questionnaire
about the usefulness of structures in iteration and comprehension,
followed by a semi-structured interview to gather further insights
and compare their experience with the bottom-up approach.

7 Findings
Results from the questionnaires and interviews provide evidence of
using compositional structures to ground human-AI collaboration
and facilitate fluid iteration of various aspects of the video. The
compositional structures and generative AI together yield a new
cost structure [70] for video creation, enabling new workflows and
unveiling exciting research questions that require further investiga-
tion. We have included a few samples of the outputs created during
our user study in the Appendix A.1, and more results created during
our user study can be found in this gallery.1

In the sections that follow, we describe our findings in terms of
the four research questions and the general implications we draw
from these findings that can potentially apply to other creation
domains in the use of compositional structures for human-AI co-
creation environments.

7.1 Compositional Structures as Strong
Foundation for Collaboration (RQ1)

7.1.1 Effective Representation of the Whole Picture. By aggregat-
ing multiple compositional structures inherent in video creation
together, VideOrigami preserves and visualizes the entire creation
context and progress. Experts found the structures familiar, and
novices found the system instructive and could help them develop
an understanding of video creation and “easily get hands-on” (N3)
using each structure to compose different aspects of a video.

The way you are putting those things here has a struc-
tured layout which helps me to understand how the
video is composed. (N3)

Additionally, both experts and novices reported that the system
enabled them to stay aware and oriented in a typically messy pro-
cess. They could “understand what’s going on” (E3) and “pick up
wherever they want” (N5). Interestingly, while we were targeting
human-AI collaboration, multiple participants commented on the
system’s suitability for human-human collaborations, indicating
VideOrigami’s effectiveness as a general collaboration platform.

1VideOrigami User Study Results: https://videorigami-userstudy.netlify.app/

I like that the context is always in front of me so I’m
not blinded by anything. (N2)

7.1.2 Facilitating Understanding Generated Content and Genera-
tion Capabilities. Participants found these structures particularly
effective in helping them comprehend AI-generated content and
identify issues in AI generation. E2 mentioned that the structures
allowed them to “directly make sense of the generated results”. E1
mentioned that by reading the generated section headings in the
narrative editor, they could “quickly know how AI suggests the story
should go”. N2 noted on the grid structure in the scene editor “gives
me more transparency about what goes into each frame”.

I like the fact that I know what the breakdown is. I’m
seeing what the script is, and I’m already thinking
about what the visuals seem to look like. And then I
can quickly spot something that does not match my
expectations and know where I should change. (N2)

Beyond helping creators understand what AI is generating, struc-
tures also facilitate the understanding of what AI can generate,
offering creators a glimpse of achievable results.

I see the Rose and the Bob in the image, but that has
nothing to do with the text in this area. So it tells me
that there’s some global understanding of things here...
that makes me feel confident about realizing there is
some cohesion to this, and I canmaybe, through better
prompting, get somewhere. (N1)

The ease of staying aware of the whole picture of video creation
and comprehending AI’s work and capabilities as a collaborator
bolstered participants’ awareness and assurance in collaborating
with AI on the video creation task.

7.2 Leveraging Generative AI to Complete and
Synchronize Compositional Structures
(RQ2)

All participants reported that the synchronization (Mean=5, SD=0)
and generative function (expertM=5, SD=0; noviceM=4.83, SD=0.41)
increased their productivity by helping them quickly get to a rough
cut from a blank canvas.

7.2.1 Shortening the Path to the First Rough Cut. As mentioned in
the formative study with video creators, a unique challenge of video
creation is the lengthy process required to reach the first rough-
cut preview compared to other tasks such as writing or graphical
design. Creators must constantly speculate about the final audio-
visual outcome while collecting assets, developing narratives, and
planning the scenes until the very last stage. Yet, they are frequently
surprised by the significant gap between their expectations and
the actual outcome. However, the time constraint at the last stage
of the workflow leaves little room for major structural changes.
A significant benefit of the unprecedented speed enabled by AI is
the ability to quickly create a rough cut to examine whether the
final result matches their expectation. This was found particularly
useful by participants, as it allowed them to quickly get a sense of
whether the narrative is effective.

https://videorigami-userstudy.netlify.app/
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I think it was a good start because usually, I feel the
most difficult part is to get a timeline out. With a
timeline, it will be much easier to tweak. (E2)
I’m struggling to even build that initial structure;
that’s when I would like to have this as my starting
point and then build on it. (N2)

7.2.2 Parallel Development and Iteration of Multiple Compositional
Structures. Different from what we found in the formative study,
where creators tend to complete one structure as much as possible
before they move to the next, during both parts of our study, we
observed a frequent switch across the structures throughout the
creation process. At the initial stage, N1 started with exploring the
canvas, while N5 started by generating multiple talking points in
the narrative editor and brainstormed from there. N2, and E3, on the
other hand, switched frequently between the narrative editor and
scene editor for narrative development. After they had parts of the
story, some creators (N4, E4) previewed the videos frequently when
making iterative edits, while other creators (N3, E1) frequently
switched between the scene editor and canvas. This usage pattern
proved creators’ desire for and VideOrigami’s ability to support
inspecting and manipulating different compositional structures
during creation.

All creators strongly agreed that the synchronizations made
their creation processes more productive by reducing the effort
of “moving things around” (E2). Some commented that this also
made them more creative by allowing them to focus on the creative
aspect of the process (N5, E1, E2).

7.2.3 AI that Went Unnoticed. Because the synchronization among
the compositional structures follows the constraints of the struc-
tures, they are less error-prone than generating an entire narrative
from talking points or generating the visuals based on text de-
scriptions. As a result, the intelligent synchronization often went
unnoticed. In the current system, synchronization is approached
conservatively, where we use visualizations to show connections
and update the content in a suggestive manner. However, feedback
from participants indicates a desire for more proactive synchro-
nization. For example, when switching between narrative editor
and scene planner, multiple creators expressed preferences for au-
tomatically transforming their storyline into a revised version of
the voice-overs or visual descriptions.

The live synchronization, it just seemed so natural
like that’s how it should be, I did not realize I was
using it all the time. (N1)
Since I need to review it anyways, I would prefer to
have it [AI] directly transform my wording. (N3)

7.3 Emergent Workflows Due to Shifts in the
Cost Structures (RQ3)

In addition to the parallel development and iteration of multiple
compositional structures, we observed other novel workflows due
to the shifts in the cost of content creation and evaluation process.

7.3.1 Grid-Based Scene Structure as the Main Playground. Despite
the different usage patterns across participants, the grid-based scene
planner stood out as the pivotal structure for the entire creation

process when using VideOrigami. E1 described it as their “main
battlefield”. This is different from what we found in the formative
study, where creators usually spend most of their time on the narra-
tive and timeline, as they did not want to be constrained by a rigid
grid structure and considered completing a detailed scene planning
in the grid too much work.

With VideOrigami, the grid-based scene structure not only or-
ganizes and displays all the materials used in the video but also
connects with the narrative editor and the timeline. Participants
realized they could command all the materials, and any changes
made in the scene planner could propagate to the narrative struc-
ture and timeline. As a result, they felt comfortable entering the
grid much earlier in the creation workflow and sticking with it.

7.3.2 Hidden Cost of Generation. With significantly lowered costs
of generating and synchronizing the structures, we expected partic-
ipants to leverage these capabilities to explore different video ideas
and perform more large-scale revisions. However, these happened
less than what we expected. This could be because of the constraints
inherent in the study settings, such as the limited time participants
had to explore different ideas and their limited commitment to the
outcome. Nevertheless, we also observed evidence of how the low
cost of the interaction and automation techniques disguise other
costs in the entire creative activity.

In the first part of the study, participants were requested to
develop the video piece by piece. Because of the low cost of using AI
to generate content, we observed participants using AI to quickly fill
the narrative and scene structure without giving too much thought.
In particular, participants reported that filling in the empty cells in
the grid was very tempting, as they could quickly “have something
look good and get a story across” (N1). As a result, while some of
the generated images and text were not ideal, they often opted
for filling the entire structure instead of spending effort refining
specific elements. Yet, the cost of structural revision of the video
quickly rises as the video becomes more complete, discouraging
participants from large-scale iterations.

In the second part of the study, given the low cost of generat-
ing a video, we expected participants to explore different ideas by
prompting several rounds. However, only 2 participants (N3, E3)
made section-level changes to the generated storyline. We observed
several reasons. First, participants often found the generated con-
tent good enough as a cohesive piece, albeit different from what
they expected (E1, E3). More importantly, while the cost of gener-
ating a video was significantly lower, the cost of assessing a video
remained high, including the time spent waiting for the video gen-
eration, reviewing the video, comprehending the narrative, and
reviewing the visual prompts. As a result, participants were incen-
tivized to accept a good enough generation and only perform small
iterations.

Now that I see it. I feel like alien invasion is a good
starting point because it captures people’s attention.
Ok, I actually think the first part [of AI-generated
narrative] makes sense to me now. (E1)
I was mainly looking at how the storyline was gen-
erated and compared it to what I was expecting. . .
It’s interesting that it only did the beginning of my
prompt, but I like the storyline it gave. It makes sense.
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So I’m not going to tweak anything with the storyline,
mainly the script and visual description. (E3)

These findings suggest that while the combination of compo-
sitional structures and generative AI reduces the cost of manual
operation, it does not magically reduce all costs but may also intro-
duce new ones. More specifically, our findings indicate that lower
operation-wise costs do not necessarily lead to increased iterations.
The high-fidelity designs that AI generates create the impression
of completeness, which may discourage further iterations.

7.4 Tensions of Creative Expressions (RQ4)
While all participants mentioned the generative functions for filling
the structures made them feel productive, their opinions onwhether
this made them creative were mixed. Some participants appreciated
that the generated results could provide them with ideas they had
not thought of, hence “enlarged creativity realm” (E1). Others found
the generated results impeded their creativity, despite knowing they
could create everything manually. Novices and experts also differ
in their perceptions. With a 5-point Likert scale, novices (M=4.5,
SD=0.84) reported feeling more creative when using the generative
functions compared to experts (M=3.5, SD=0.96); novices (M=4.33,
SD=0.52) also felt a greater sense of transparency and control over
the AI functionalities compared to experts (M=3.5, SD=1).

7.4.1 Overshoot, Undershoot, and Sweetspot of Generation Fidelity.
Some participants found the high-fidelity content generated by AI
overwhelming and impeded their creative thinking. “Sometimes, I
have a vague idea in mind, but the generated visual is so detailed that,
upon seeing it, I find my thoughts blocked” (E4). This indicates that
the concrete nature of generated visuals can overshadow nascent
ideas. On the other hand, creators felt frustrated and a sense of
“lost control” when AI failed to generate their envisioned visuals.
Interestingly, the visual description generated by AI, which de-
scribed the intended visual for a scene, was positively received by
all participants. We observed both novices and experts, regardless of
whether the visuals matched their expectations, frequently inspect
AI-generated descriptions of the visual content, as they found AI’s
description of suitable visuals, compared to actual visual content,
both informative enough and leaving room for their own ideas.

7.4.2 Creative Expression with Prompts. We observed that partici-
pants’ expertise in prompting significantly impacted their creation
experience. Participants who lacked prompting experience often
got confused about why AI produced certain results, whereas par-
ticipants who are experienced with generative AI tools could better
comprehend issues in the generated results.

By comparing the visual descriptions and the images
in these rows, I know it got confused by this abbrevi-
ation. (N3, comprehending AI’s mistakes)
Originally, I thought that the script would be the
poem, line by line, right? But I don’t know where
this is coming from. It’s like a third-person perspec-
tive. Just wonder what’s the logic here.. (E1, confused
by the AI-generated storyline)

Participants’ abilities to comprehend AI-generated content and
to express their desired outcomes in prompts directly affected the ef-
fectiveness of their iterations. Being skillful at prompting enhanced

participants’ sense of control during the collaboration, broadened
their horizon of what content was achievable, and maintained their
creative engagement with the creation process.

7.4.3 Contrast between Novices and Experts . The contrasts be-
tween novices’ and experts’ perceptions towards AI-generated con-
tent were also observed in our study. Experts, such as E2, reported
concerns about the decline in their engagement with the creative
process. Novices, on the other hand, were much more receptive
to AI-generated content, as AI empowered them to create content
beyond their abilities.

It’s so fast to generate results, and the result makes
sense. I found myself stopping thinking during the
process... If I am emotionally invested in a project, I
might be hesitant to use AI, so I won’t lose commit-
ment to it. (E2)

Because I know that I lack the ability to do a lot of
things ... so this (AI) really gets me going. (N1)

As discussed in the previous section, participants’ expertise in
prompting AI significantly affected their creation outcomes and
experiences. Within the research team, we found videos created by
novices with significantly more prompting experiences exhibited
higher quality than those created by expert participants during
our study. It is imperative to note, however, that this observation
does not serve as evidence suggesting that novices with proficiency
in prompting are capable of creating content of a higher caliber
than experts. Experts, by virtue of their extensive knowledge and
understanding of the principles underlying the production of high-
quality videos, maintain a distinct advantage. Nonetheless, the
findings of our study suggest that expertise in prompt engineering
can, to a certain degree, reduce the gap between novices and experts
in creating creative content.

7.5 Summary
Findings from the user evaluation of VideOrigami provide evidence
of the effectiveness of the design approach of employing compo-
sitional structures as the foundation of the human-AI co-creation
environment. Specifically, we found the aggregated and intercon-
nected compositional structures enabled creators to stay oriented
throughout the creation process and facilitated their understanding
and control of AI generation. Participants acknowledged that they
felt more productive with AI helping them complete and synchro-
nize the structures. We also observed new workflows and costs
associated with human-AI video co-creation, which we discuss
further below.

8 Discussion and Future Work
The user evaluation allowed us to understand the effectiveness
of the human-AI video co-creation environment created with our
design approach.We first discuss how the cost structure of the video
creation activity is shifted and then discuss the implication of the
design approach by situating it in the broad scope of information
work and activity-centered information spaces.
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8.1 New Costs in Human-AI Video Co-Creation
and Beyond

Besides the commonly recognized challenge of prompting AI to
generate the desired content, our study uncovered three new types
of costs. While these costs were observed in the context of video cre-
ation, they are broadly applicable to other domains within human-
AI co-creation.

8.1.1 Evaluation Cost Inherent in Content. The high cost of evaluat-
ing a generated video became prominent in our study, which made
participants reluctant to explore different video ideas. Participants
not only had to examine the final generated content but also the un-
derlying narrative and the reasons for AI generating the visuals for
specific scenes. Among the various types of AI-generated content,
images only require a glance to determine their suitability, whereas
other types of content, such as text and video, require significant
cognitive effort to consume and evaluate. To reduce the evaluation
cost of text, research has explored transferring text to diagrams or
summarizing the text to facilitate consumption of a large amount
of text [36, 48].

Future research should investigate how to apply these ideas to
reduce the evaluation cost of video and other content emphasizing
the congruent, narrative, and temporal aspects, as these aspects
inherently demand significant cognitive loads to evaluate.

8.1.2 Harms of High-fidelity Content. AI-generated content is of-
ten of high fidelity, which can be harmful to early-stage design,
as the high-fidelity content pushed the participants toward early
convergence when they could benefit from more diverse ideas
[29, 30, 76, 83, 85]. One approach to mitigate this problem is to
present users with multiple options, which was found to encourage
exploration in design [30]. However, as mentioned above, evaluat-
ing a generated video incurs significant cost, let alone reviewing
and comparing multiple options. Another option is instructing AI
to purposefully generate low-fidelity prototypes to avoid nudging
users to converge too early or generating design space to encourage
exploration [76].

Future research should explore combining these approaches
while developing new strategies to mitigate the potential harm
the high-fidelity content may pose to users’ agency and creativity.

8.1.3 Fear of Losing Previous Versions. Popular AI tools such as,
ChatGPT and Midjourney, utilize chat as the primary interaction
mechanism. A benefit of the chat mechanism is that all previous
prompts and results are automatically preserved, enabling users to
recover to a previous version easily. VideOrigami avoided using
chat due to natural language’s inefficiency in supporting flexible
reference and manipulation of inherently spatial structures [63],
and instead employed the direct manipulation paradigm [47]. The
downside, however, is that every edit operation is destructive.While
undo/redo and version control can be provided, they typically do
not make history as directly visible and easily retrievable as the chat
mechanism. We found this contributed to participants’ reluctance
to iterative prompt engineering, which is often seen in other AI-
assisted workflows. Future work will explore how to incorporate
the version control mechanism to meet the same level of visibility
and accessibility.

8.2 Generalizability of the Design Approach
Synthesized from the literature across diverse domains, our design
approach—identifying, designing, synchronizing, and integrating
compositional structures—provides a robust framework for devel-
oping human-AI co-creation environments and is inherently gen-
eralizable to the domains we surveyed, including writing, music,
podcast, and interactive media. We believe the design approach can
also generalize to other types of content of a compositional nature,
such as game and VR scene development. We discuss key design
considerations when applying the design approach.

8.2.1 Devising New Compositional Structures. Our design approach
emphasizes identifying compositional structures within existing
workflows. However, we recognize that novel compositional struc-
tures can often bring significant benefits to the content creation
workflow [31, 67, 84, 106]. For example, time-aligned transcript
[99] has significantly reduced the editing effort for audio and video
content [68, 84, 101] by enabling creators to more easily attend to
the temporal and congruent aspects of the content. When design-
ing co-creation spaces, it may be fruitful to consider what content
aspects receive inadequate support and devise new compositional
structures to fill the gap.

8.2.2 Supporting Freeform Exploration and End-user Customizable
Structures. Freeform canvas is a common structure used in all do-
mains we surveyed, despite that it does not enforce specific compo-
sitional rules. This is because freeform canvas enables creators to
experiment freely with different compositions, especially during
exploration. Structures that can be freely created and customized
based on end-users’ needs can also be beneficial. This may require
the development of lower-level primitives with meta-compositional
rules that describe how compositional structures themselves should
be composed.

8.2.3 Managing Multiple Compositional Structures within Unified
Workspaces. An interface design challenge is how to effectively
organize and integrate multiple compositional structures within the
interface without incurring significant navigation and interaction
costs. VideOrigami, for example, supports the merging of narrative
editor and scene planner to reduce screen clutter and management
costs. Domain-specific solutions may need to be devised when
developing the co-creation space for other domains.

8.2.4 Understanding the Shifts of Cost with Compositional Struc-
tures. Our study revealed that creators’ reliance on the structures
may shift as they are integrated. For example, in our formative
study, some creators skipped using the grid-based structures due to
the high cost of developing and maintaining the structures. How-
ever, participants in our user study found the grid-based structure
pivotal as it allowed them to engage with multiple content aspects.
Therefore, designers of co-creation spaces need to understand the
shifts of cost associated with integrating and synchronizing the
compositional structures and their implications on users’ work-
flows, and design the interface accordingly.
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8.3 Beyond Content Creation and
Compositional Structures

A clear next step of this work is to apply the design approach to
other domains to further verify its generalizability. Beyond that,
compositional structures are not the only structures employed in
content creation. Structures that enable exploration of the design
space, comparison of options, and tracking of changes are equally
important in content creation workflows. Additionally, tasks like
planning and decision-making often rely on various structures—for
example, using tables to compare options during travel planning
or data visualizations to facilitate filtering and ranking. A promis-
ing direction for future research is to develop a comprehensive
taxonomy of these structures, along with methods for interconnect-
ing them to allow seamless transformation of information across
different structures.

The human-AI co-creation environments are de facto activity-
centered information spaces that encompass various information
structures and functionality traditionally distributed across indi-
vidual applications [35]. Developing activity-centered, instead of
application-centered, spaces has been a long-lasting endeavor in
HCI [13, 89, 102]. While previous attempts at this vision have failed
for various reasons, we believe pursuing human-AI co-creation
environments is another promising attempt. Based on the taxon-
omy mentioned above, we will develop a structure library that
enables developers to easily create such environments or enable AI
to intelligently compose such environments based on users’ tasks.

9 Conclusion
AI is transforming not only how information is generated but also
the fundamental structure of the information environment. In this
work, we present an initial exploration of a design approach for
developing human-AI collaborative environments. Specifically, we
propose integrating compositional structures of information ac-
tivities and embedding AI within and across these structures to
create a cohesive, intelligent collaborative environment. Our find-
ings from a video co-creation environment developed using this
approach demonstrate that such an environment helps creators
remain oriented within the creation workflow, gain greater con-
trol and interpretability of AI generation, and flexibly interweave
human-driven and AI-driven processes. Grounded in the composi-
tional nature of complex information content, with video creation
as a representative activity, we believe this approach has significant
potential for broad application across various domains.
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A Appendix
A.1 User Study Creation Outputs
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The fortune cookie, contrary to popular belief, 
did not originate from China, but in fact was 
first introduced in the 19th century Kyoto, 
Japan.

The fortune cookie, 
contrary to popular 
belief, did not 
originate from China, 
but in fact was first 
introduced in the 19th 
century Kyoto, Japan.

A wide shot of a l9th 
century Kyoto street 
scene with a handmade 
fortune cookie featured 
prominently in the fore-
ground, hinting its origin 
story with soft sepia 
tones to evoke nostalgia.

Revised Content: In 19th century Kyoto, Japan, 
locally revered bakers began the tradition of 
crafting Tsujiura Senbei-fortune cookies with 
poignant messages - a custom perpetuated 
through literature, artistic representation, and 
cherished within family bakeries till date.

They were a popular treat among the locals and 
the tradition gradually made its way to America 
via Japanese immigrants.

Notably, unlike the Chinese fortune cookies we 
know today, these Japanese cookies were 
larger and darker, created by hand-baking a 
batter of flour, sugar, and miso.

Japanese bakers 
crafted these cookies, 
then known as Tsujiura 
Senbei, with mis-
fortune fortelling
messages embedded 
within, a stark contrast 
to the positive 
messages we find 
today.

They were a popular 
treat among the locals 
and the tradition 
gradually made its 
way to America via 
Japanese
immigrants.

Notably, unlike the 
Chinese fortune cookies 
we know today, these 
Japanese cookies were 
larger and darker, 
created by hand-
baking sugar, and miso.

A close-up shot of a 
baker's hands delicately 
crafting a Tsujiura Senbei 
in a traditional japanese 
bakery, with an ominous 
message being inserted 
inside, the chiaroscuro 
lighting adding a stark 
contrast to denote the 
difference between past 
and present fortunes.

A bustling. vibrant
panorama of a historic 
San Francisco port with 
busy Japanese immi-
grants warmly sharing 
these distinct cookies 
amongst each other, 
exuding the cultural 
exchance amid backdrop 
of an old-world American 
landscape.

A meticulous close-up 
of larger, darker 
Japanese Tsujiura 
Senbei being 
handmaid, the warm 
glow

show a close up shot of tortune cookie. This is a 
fortune cookie, why it has "fortune in its name? 
Because it has a piece of paper with positive 
proverb inside its shell.

They are ubiquitous in the US Chinese restaurants. 
But actually, you can hardly find them in China.

Unveiling a surprising twist of the fortune 
cookie's true birthplace in Japan, not in China as 
commonly believed.

Unraveling the fact that the authentic roots of the 
fortune cookie can be traced back to small family 
bakeries near a Kyoto temple in Japan, where evi-
dence like ancient etchings and Japanese literature 
suggests they first handcrafted these fortune-filled 
delights, long before they made their way America. 

Delving into the crucial role played by a bakery in 
the Samurai district of Kyoto, bringing Tsujiura 
Senbei' or 'fortune crackers' to life.

Another possibly japanese origin is actually 
within san francisco and the japanese garden 
there.

Experience the captivating 
mystery of the culinary 
fortune cookie.

They are ubiquitous in the US
Chinese restaurants but 
aren’t actually chinese!

Prepare for a surprising 
revelation - they originated 
from Japan.

Tracing back to a humble 
bakery nestled near a temple 
in Kyoto, owned by a small 
family.

The bakery in the Samurai 
district of Kyoto brought the 
Tsujiura Senbei or fortune 
crackers to life.

Another possibly japanese 
origin is actually within san 
francisco and the japanese 
garden there.

show a close up shot of 
fortune cookie

Show an aerial view of a bustling 
Chinese street market, filled with 
various food stalls but notice-
ably devoid of fortune cookies

A vintage-style map illustrating 
an elaborate arrow, originating 
from Japan, winding its way 
across the globally mapped 
parchment towards the USA, with 
a charmingly illustrated fortune 
cookie adorning its path.

A sweeping acrial shot of a 
traditonal, quaint Japanese 
bakery located beside an ancient,
picturesque temple nestled in 
the lush, serene Kyoto 
landscape.

A detailed close-up shot of the 
vibrant, bustling Samurai district 
of Kyoto, where in the heart of the 
activity, there sits an old, cultur-
ally enriched bakery, radtating 
warmth and the irresistible aroma 
of freshly baked Tsujiura Senbei 
or fortune crackers.

A sweeping panorama of the ser-
ene and tranquil Japanese Garden 
in the heart of bustling San Fran-
cisco, where vibrant flora provides 
an exquisite contrast to the serene 
zen layout, subtly hinting at its 
historical Japanese origin

The film starts with the Zodiac Killer trailing off 
a young couple in a summer night in 1969. He 
shots both of them in the car.

Robert Graysmith, a cartoonist at the San 
Francisco Chronice, becomes engrossed with the 
case following the Zodiac's letter to the 
newspaper, revealing the killer's demand to 
publish his cipher.

Graysmith talka to newspaper sources, police 
detective in invextigation, a handwriting expert, 
and an old cinema owner about Zodiac killer.

The film starts with the 
Zodiac Killer trailing off 
a young couple in a 
summer nicht in 1969.

He shots both of them 
in the car.

 Robert Graysmith, a 
cartoonist at the San 
Francisco Chronicle.
becomes engrossed 
with the case following 
the Zodiac's letter to 
the newspaper.

revealing the killer's 
demand to publish his 
cipher.

Graysmith talks to 
newspaper sources.

police detective in 
investigation

A wide-angle shot of the 
Zodiac Killer's silhouetted 
figure lurking in contrast 
against the streetlights, as 
he watches a young couple 
cuddling in a distant car.

A medium wide shot of 
the young couple in the 
car. The Zodiac killer, 
face covered by shadows, 
stands by the window 
and points his gun 

Before-and-after split 
screen showing Robert 
Graysmith at his desk, 
absorbed in his cartoons. 
then fixated on Zodiac's 
letter.

Close-up shot of the 
Zodiac's encrypted letter,  
zooming in to showcase 
the killer's demand for 
publication.

Graysmith is seen in a 
dimly-lit newsroom, 
engaged in a tense, 
clandestine conversation 
wiith a few figures, intro-
ducing an atmosphere of 
suspense and intrigue

A mid-ange shot of the 
detective and Greysmith, 
in a glaringly lit room 
filled with scattered 
evidence and the cold 
glow of the computer 
screen.

The surge of improv groups in Chicago spirals into 
a comedy takeover, causing traditional jobs to be 
abandoned for humor.

Late-night talk shows engage in violent guest 
wars, and America's productivity plummets as 
everyone becomes a comedian.

America's governance collapses under the weight 
of satire, leading to the presidents resignation and 
critical national symbols being humorously 
altered.

The surge of improv 
groups in Chicago 
spirals into a comedy 
takeover,

causing traditional jobs 
to be abandoned for 
humor.

Late-night talk shows 
engage in violent guest 
wars, 

and America's 
productivity plummets 
as everyone becomes a 
comedian.

America's governance 
collapses under the 
weight of satire, leading 
to the presidents 
resignation

critical national 
symbols being 
humorously altered 
with emojis

An animated wind swirling 
towards Chicago, pulling in
colorful, cartoon characters 
representing improv groups

Satirical, animated skit of 
a presidental figure 
dissolving into a comedian 
under the weight of a giant 
satire-themed crown.

Zoom into a comedic, 
animated rendition of a late 
night show stage where 
cartoon guest characters are 
wrestling in an 
over-dramatic style.

Pan over an animated, 
surreal version of America 
where people from all walks 
of life drop their tools or 
everyday items to engage in 
a mass stand-up comedy 
event

Happy, colorful caricatures 
of traditional professionals 
morphing into stand-up 
comedians on stages with 
laughs reverberating.

A center-framed shot a la 
Wes Anderson's style 
captures a revered library 
with national literature 
classics open on ornate 
desks, their pages wittily 
textured with vividly 
colored emojis juxtaposed 
agains the traditionally 
printed text.

Storyline Script Visual Description Visual Preview Storyline Script Visual Description Visual Preview

Storyline Script Visual Description Visual PreviewStoryline Script Visual Description Visual Preview

Figure 9: Samples of outputs created during our user study. The top two outputs were created in Study 1. The bottom two
outputs were created during study 2. Outputs in the left column were generated by novices while outputs in the right column
were generated by experts.
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A.2 User Study Supplemental Data

Table 2: Expert Participants Demographic Data.

Participant Video Creation
Experience

Video Publishing
Frequency

Video Creation
Domain

Experienced with AI
Video Creation?

Attended
study 1

Attended
study 2

E1 More than 5 years Once every few
months Commercial video Yes Yes Yes

E2 More than 5 years Once every few
months

Animation video,
Film Yes Yes Yes

E3 2-5 years Once every few
months Film No Yes Yes

E4 More than 5 years Monthly Vlog, Knowledge
sharing video Yes Yes No

Table 3: User Study Survey Results: Participants were asked a series of 5-point Likert-scale questions about their experience.
They rated their sense of creative freedom and transparency when using the system as well as how the AI automations impacted
their productivity and creativity. They also rated utility of the structures in helping them complete various tasks.

Category Factor
Novices Experts

Mean SD Mean SD

Overall
Creative Freedom 4.67 0.52 4 0.82

Transparency 4.33 0.52 3.5 1

Automations

Synchronize Productivity 5 0 5 0

Functions Creativity 3.33 0.82 3.5 0.58

Generative Productivity 4.83 0.41 5 0

Functions Creativity 4.5 0.84 3.5 0.96

Structure Utility

Canvas
Brainstorming 4 0.89 3.5 1.29

Asset Organization 3.83 1.33 4 0.82

Narrative Editor
Brainstorming 3 1.27 4.25 0.96

Narrative Development 3.83 1.83 4.5 0.58

Scene Planner

Brainstorming 4.16 0.98 2.75 0.96

Narrative Developmen 4.5 1.22 4.25 0.5

Scene Planning 5 0 5 0

Timeline Editor

Narrative Developmen 3.17 1.72 2.25 1.26

Scene Planning 3.5 1.76 2.25 1.26

Previewing Results 5 0 5 0

Pacing Adjustment 4.17 1.33 5 0
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A.3 Literature Analysis Results by Domain

Table 4: Compositional Structures in Different Content Creation Domains

Domain Compositional
Structures

Content
Aspects Function Prior Works Design Decisions Revolving Around

Compositional Structures

Writing (Creative,
Argumentative, Academic)

Canvas Narrative Material organization,
Ideation, Notetaking [40, 57] “organize argument structures through syn-

chronized text editing and visual program-
ming” [112]

“integrate multiple prewriting strategies into
an iterative and flexible workflow” [57]

“we focused our design on facilitating the
transfer of information across applications
while tracking its provenance” [40]

Narrative Graph Narrative Narrative exploration
and development [24, 50, 57, 112]

Text Editor Narrative,
Spatial

Narrative development,
Production [40, 60]

Layout Editor Spatial Layout exploration and
generation [5, 59, 72]

Podcast
Time-aligned
Transcript

Narrative,
Temporal

Transcript-based clip
editing (Rough Cut) [67, 68, 99]

“edit the transcript directly using standard
word processing ‘cut and paste’ opera-
tions, which extract the corresponding time-
aligned speech” [99]

Timeline Temporal Timeline-based clip
editing (Fine Cut)

[4, 28]

Music

Canvas Narrative Material organization,
Ideation, Notetaking [20, 38, 66]

“Composers create their own individual ad
hoc strategies for expressing ideas, and of-
ten move back and forth between multiple
representations " [39]

“(Canvas) offering composers the freedom to
arrange scores and musical fragments spa-
tially, adapting the layout to the specific task
at hand. " [20]

Tone-Network Congruent Chord composition [37]

Staff Congruent,
Temporal

Notation-based
composition [38, 86]

Timeline Congruent,
Temporal Production [1, 8, 9]

Interactive Text-Visual
Narrative (Interactive
Article and Comics)

Canvas Spatial,
Narrative

Material organization,
Ideation, Sketching [51, 97]

“making the correspondence explicit and con-
sistent is essential when presenting multi-
ple representations. . . the mapping between
code, story, and comic should be clear” [77]

“a section of a narrative and its corresponding
visuals will be organized within one block
throughout the entire design process to en-
able flexible prototyping ... while ensuring
their correspondence" [18]

Panel-based
Editor

Narrative,
Spatial

Narrative and layout
development [10, 49, 77, 79]

Section-based
Editor

Narrative,
Spatial

Narrative and layout
development [18, 80]

Notebook-
based Editor

Narrative,
Spatial

Narrative development,
Visual creation [49, 93, 94]

Enhanced Text
Editor

Narrative,
Spatial

Narrative development,
Interaction creation [21, 25, 42]

Video

Media Gallery - Media organization [6, 92] “Establishing elastic and customized map-
pings between animation and performance
to enable graphic elements to adapt to real-
time speech and gestures to achieve syn-
chronization and expressive presentation ef-
fects.” [19]

“enabling synchronized browsing of the cap-
tions, script and summary for easy access
to details or context at any point in the
film” [64]

Storyboard Narrative,
Spatial

Narrative development,
Asset arrangement. [41, 43, 44, 58]

Time-aligned
Transcript

Narrative,
Temporal

Transcript-based clip
editing (Rought Cut) [28, 73, 84, 104]

Timeline Congruent,
Temporal

Timeline-based clip
editing (Fine Cut) [6, 28, 92]
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A.4 Implementation of AI Integration in VideOrigami: Generation Details and Prompts

Table 5: AI Functionalities within Canvas

AI Feature Context Generation Details Prompt Used for Generation

Generate notes based on
the prompt

Parent Asset
node

Parse and query document
using OpenAI Assistant API {prompt}. make your response in the most concise way possible.

Generate
description/caption for

images

Image in the
Asset node

Query image using OpenAI
API GPT4-visual-preview

Describe the visual scene in the image to a filmmaker in a concise way.
Consider shot type and cinematic style. Make your response as short and
concise as possible. Only use 1 sentence.

Regenerate image based
on revised prompt

Image in the
Asset node

Generate image with prompt
using OpenAI API Dall-E-3

Generate an image based on the prompt exactly. do not change or revised
prompt for generation: {prompt}

Table 6: AI Functionalities within Narrative Editor

AI Feature Context Generation Details Prompt Used for Generation

Generate talking
points within a section Section heading

Generate text using OpenAI
GPT-4 chat completions API
→ parse the coded response

you are a video creator for a video about for- tune cookie origin. You need to
come up with compelling narratives and visuals for the video planning. You
task is generate several talking points within the given section. The talking
points should present a narrative that fits into the section. The talking points
should commu- nicate what you want to deliver in each scene. Each talking
point should be one sentence long. Talking points should have specific details.
sec- tion: {content} response with a string that contains 2-4 concise and
informative talking points. The talking points should flow logically. They
should not repeat each other. separate each talking point with ###. don’t index
them, don’t add quotes or prefix.

Generate talking
points / sections

Assets, notes in
canvas and

existing content
in the editor

Generate text in context of
document using OpenAI
Assistant threads API

Consider the video creation prompt: {query}. The video should be according to
the content in the file. Give me the possible section headings and talking points
that would be in such a video and that would form a cohesive narrative. Each
heading should be a short sentence. Each talk- ing point should be one sentence
long. Talking points should have specific details. The talking points should flow
logically. They should not repeat each other. Give me 2 section headings and
2-3 concise and informative talking points within each section. Give me the
response as one string. Each section heading should be pre- fixed by %% and
each talking point should be prefixed by ##. First, give me the section heading
and talking points of the first section. Then give me the section heading and
talking points of the second section. Make your response in the most concise
way possible. Don’t include sources. Ex- ample response: %%Section 1##Talking
point 1##Talking point 2%%Section 2##Talking point 3##Talking point 4
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Table 7: AI Functionalities within Scene Planner Grid

AI Feature Context Generation Details Propmt Used for Generation

Refine script Cells in the same
row and column

Generate text using OpenAI GPT-4
chat completions API

You are video producer. Your task is to refine text be a voice-over.
Make it as engaging, direct and concise as possible. text to refine:
{content}

Suggest split of
script based on Scene 𝑛𝑢𝑙𝑙

Generate text using OpenAI GPT-4
chat completions API→ Parse the

coded response

You are a professional video producer, trying to segment the script.
Separate the text narrative delimited by triple backticks into
segments. Different segments can be the result of different
accompanying visuals or changing in subject. Consider breaking
sentences into multiple segments if the sentence can be represented
by different visuals. Format the response as a list of strings (where
the strings are substrings of the given text narrative). Make your
response as short and concise as possible. text description: {script}

Visual description
generation

Visual style, script,
and visual

descriptions of
scenes in the same
storyline paragraph

Generate text using OpenAI GPT-4
chat completions API

You are a professional video producer, trying to couple the visual
with the script. Describe the visual you will use based on the list of
text narrative segments and accompanying visuals delimited by
triple backticks and intended visual style. The following is a list of
dictionaries with 2 keys: visual description and script segment. List
of segments and visual descriptions: {script} Overall visual style:
{style} (ignore if N/A) You want to describe a static visual scene for
the list item where the visual description field says "PROVIDE".
Consider the shot type and visual style. Format your response as a
string that describes a visual scene that can be pictured with one
image. Make your response as short and concise as possible. Only
use 1 sentence.

Visual preview
generation

Script, generation
style, all visual
descriptions,

storyline paragraph

If no visual description, generates
visual description → generate
image using OpenAI image

generation with Dall-E-3 → Parse
the coded response

{description}, in {style} aesthetic.

Table 8: AI Functionalities within Timeline Editor

AI Feature Context Generation Details Propmt Used for Generation

Align imported audio
file with the existing
time segments in the

audio track

𝑛𝑢𝑙𝑙

Generate transcription of the audio with
timestamps using OpenAI Whisper-1 →
segment the transcription text to align
with the script column in the grid→

parse coded response

Segment the audio transcription according to the original
script segments. Original script segments: {original
segments} transcription: {transcript} Return the
transcription with ### in the places where you plan to split
the transcription into segments.
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Table 9: AI Functionalities across Structures

Structures AI Feature Context Generation Details Propmt Used for Generation

N⇒ C Generate notes based
on talking points

Parent Asset and all
narrative content
within a section

Parse and query
document using

OpenAI Assistant API
Getting relevant content for {talking point}

N|S ⇒ C Finding relevant notes
while writing script

narrative content
being edited

Create embeddings for notes and talking point using OpenAI API
text-embeddings-3-small→ Get notes whose embeddings are less than 0.93
distance apart from the talking point embedding

C⇒ N Form talking points
with note

All content in the
editor

Generate text with
OpenAI GPT-4 chat
completions API

Your job is to revise the current content with the note,
make it fit into the existing narrative. the current content
is part of the exiting narrative. You need to understand
where current content is, and how to make it more solid
with the note and how the revised version can smoothly
fit into the narrative flow. current content: {current
content}; note: {note content} existing narrative:
{talking points}. Your generated content should be as
direct and concise as possible. one sentence.

N ⇒ S
Populate storyline

column to the relevant
script/visual columns

𝑛𝑢𝑙𝑙

Generate text with
OpenAI GPT-4 chat
completions API with
few-shot prompting *

Your task is to segment the storyline content into voicee
over and visual description. You will be provided with the
sandbox content. response a dictionary of the segmented
result." sandbox content: {content} only use the content
provided, don’t add new content!

T⇒ S
Fine-tune script by
adjusting the time

segments

Existing script in
Scene Planner

Generate text using
OpenAI GPT-4 chat
completions with

few-shot prompting →
parse coded response

You are a wordsmith. Make the text {length} words
{shorter | longer}. Do not change the meaning of the
sentence, but you can add or remove words. The output
sentence should be meaningful and cohesive. Text:
{content} Give the original text with annotations. Put ###
around the words that you added to the original sentence.
Put removed from the original sentence. Respond with
only the original text with annotations. Do NOT prefix
the response with anything.

S⇒ T Generate audio voice
over based on script 𝑛𝑢𝑙𝑙

Generate audio voice over based on script & Generate audio file using OpenAI
Text-To-Speech API -> generate transcrip- tion of the new audio file to get
timestamps for words using OpenAI Whisper-1
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